Unsupervised Trattic Flow Classification Using a

Neural Autoencoder

TECHNISCHE
UNIVERSITAT
DARMSTADT

NG . .l e
2\ Universitat
Marburg

Philipps

Jonas Hochst, Lars Baumgartner, Matthias Hollick, Bernd Freisleben

Problems and Targets

Challenges in Modern Computer Networks

» Growing popularity of smartphone and tablet usage

» Competing services on mobile devices:
= Web browsing, Voice-over-IB video live streaming, ...
» Real-time, high-bandwidth applications
= HTTP(s) as main communication channel

» Paradigm shift towards Software-Defined Networking (SDN) and

Software-Defined Wireless Networking (SDWN)
» Dynamic flow configurations based on application demands

Targets

» Protocol independent traffic flow classification

= Rely on statistical flow properties, rather than port-identification or deep-
packet inspection (DPI)

* Enable online-classification and reclassification

» Enable efficient on-device classification

Related Work

Bayesian analysis into 10 fixed classes, 65% accuracy [1]

Comparing different supervised machine learning approaches, including
SVMs, up to 97,8% accuracy, using prelabeled traffic [2]

Semi-supervised learning using K-means, subsequent cluster-labeling [3]

Unsupervised clustering algorithm based on statistical properties and
payload-based clustering [4]
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Methods and Approaches

Feature Vector Construction
» Low number of statistical features to reduce computational amounts and
memory usage:
= Number of packets & bytes, avg./stdev./sum of packet sizes, mean
DSCP
» Feature computation in forward (client to server) and backward direction

» Snapshots of statistical features after exponentially growing intervals, after

1,2, 4,8, 16, ... seconds.

Cluster number

Data Clustering using a Neural Autoencoder

1. Feature normalization using standard score

2. Data encoding using the trained
autoencoder

3. Apply softmax to raise output contrast

4. Reduction by choosing the index of the
greatest element.

Reduction

Softmax

Encoding

Training: Summed squared error combined
with the Adaptive Moment Estimator (Adam).

Normalization

Feature vector

Autolabeling Clusters

1. Clustering flows of equally sized sets per traffic class

2. Assign cluster labels by choosing the label with the highest occurrence in
the cluster.
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Experimental Evaluation

Aggregation Method
» Using statistical non-cumulative features is 15% better than using
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Fig. 2: Classification quality vs. number of clusters

Scaler
» Using a scaler improves the precision and recall to an average of

Classification Quality

around 60%.

TABLE II: Classification quality

precision | recall | FI score
= Best result: 100 clusters, 30 epochs, videostredm 047 | 080 059
standard scaler, full dataset (including  upload 1.00 | 0.85 0.92
UDP and TCP flows): Z"em’?am 8-2? 8?(7) 8-22

. . . 0 rowsing : : :
Average precision of 80% g P o 520 0.0 030
= average recall of 75% -7 087 | 1.00 0.03
= F1 Score of 0.76. interactive 0.71 | 0.60 0.65
avg/total 0.80 0.75 0.76

Conclusion

Novel time interval based feature vector and semi-automatic cluster
labeling method.

Clustering independent independent of known traffic classes, classification
using limited set of example flows.

Future Work: a) using deep and stacked Autoencoding, b) improving the
SoftMax function to improve Clusters, c) real-time classification.
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