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Trends in Technology

Ubiquity of  
Sensor Data Machine  

Learning

Reconfigurability 
of Adaptive Networks
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Problem Statement

Improve quality of algorithms, protocols, 
and applications using different kinds of 

sensor data and sources.

Adaptive 
NetworksSensing Transitions
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Fundamentals
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Smart Distributed Sensing

[Thesis]

Smart distributed sensing is the combination of a number of autonomously 
operating devices and sensors that perform a sensing task in a coordinated 

manner. 
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Adaptive Wireless Networks

[Thesis]

Adaptive wireless networks describes networks that adapt by means of 
conventional adaptation within specific mechanisms or protocols or by 

means of mechanism transitions. 
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Categorizing Smart Systems 

3
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Quality of Service / Result / Experience

10

QoE
User centric,

e.g. video quality, 
adaptations, …

QoS
Technical metrics, focus 

on communications,
e.g. latency, through-

put, stability…

QoR
Performance metrics, 
focus on algorithms,

e.g. compression ratio, 
precision/recall, …



Information Analysis Cost

Computation
Storage

Communication
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Categorizing Smart Systems 

Information Analysis Cost
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Smart Environmental Monitoring 

4

13



Environmental Monitoring: Cost / Quality

Information Analysis Cost
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BatRack: Multi-Sensor 
Wildlife Research 

[Methods in Ecology’21]

Computation

Communication

Storage

QoS

QoE

QoR

tRackIT: VHF Wildlife 
Tracking [GI’21]

Bat Call Analysis

Bird@Edge: Bird Song 
Recognition at the 
Edge [NETYS’22]

Manual VHF 
Telemetry

Simple Camera Traps

Automated Bird Song 
Recognition

radio-tracking.eu 
paur

Goal: Improve methodology, i.e., 
Quality of Result using smart 
distributed sensing: 

• BatRack: VHF, ultrasonic audio, 
and video for direct observation 

• Bird@Edge: Real-time biodiver-
sity monitoring in soundscapes 

• tRackIT OS: Fine-grained VHF 
localization of small animals
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tRackIT OS 
Open-source Software for Reliable VHF Wildlife Tracking 

• Motivation: Scientific analysis of the consequences of human-wildlife interaction 

• Goal: Spatial observation of small animals, in particular bats 

• Alternatives: 

• GPS tags: Not suitable for small animals 

• Manual radio telemetry: Est. in 1970s, labour intensive 

• Specialized installations: Expensive, bad availability 

• Requirements:

GI Informatik 2021

High 
Reliability

Low Entry 
Barrier

Fast Data 
Availability
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tRackIT OS 
Proposed Software Solution

• Open source components where 
possible 

• Custom developments when 
required, i.e. pyradiotracking 

• Web-based configuration and 
monitoring 

• Data processing on device 

• Self monitoring to cope with harsh 
conditions

tRackIT Station

Server

tRackIT OS

WestRTL SDR

EastRTL SDR

NorthRTL SDR

SouthRTL SDR
pyradiotracking

mosquitto

pymqttutil

remote 
mosquitto

Visualization

Cellular
Storage

OpenSSH
Web Server

sysdweb

Users

Wi-Fi / Wireguard

systemd

Data Flow
Interaction

LoRa Station

mosquitto

pyr-lora

pyr-lora

LoRa
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tRackIT OS 
Quality of Result

• 51 minute track with 600µW test 
tag on 5 stations carried out with  
a) tRackIT OS 0.7.0 
b) paur 4.2 (radio-tracking.eu) 

• No delay in signal reception; 
elimination of manual filtering 

• 1,525 signals detected per station 
on average;                       +103.3% 

• Reduction in bearing error from 
38.9° (paur) to 23.7°;            -39.1% © Mapbox © OpenStreetMap 00:00 min

51:10 min
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tRackIT OS 
Information Analysis Cost

• Additional power overhead 
paur:             8.03 W 
tRackIT OS:  8.23 W             + 2.55% 

• Runtime of 5.5 days on 12 V 
batteries of 120 Ah, usage of 300 
watts solar panel 

• Additional cost: Filtering of falsely 
detected signals in paur
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BatRack: Multi-Sensor 
Wildlife Research 

[Methods in Ecology’21]

Bat Call Analysis

Bird@Edge: Bird Song 
Recognition at the 
Edge [NETYS’22]

Simple Camera Traps

Automated Bird Song 
Recognition

• Manual VHF telemetry: 
High manual effort, low(er) 
information analysis cost 

• paur: High information analysis 
cost in latter signal filtering; 
less detected signals with 
higher mean error. 

• tRackIT OS: Low information 
analysis cost; high QoR. 
-> Smart solution
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tRackIT OS 
Cost / Quality 

Information Analysis Cost

A
ch

ie
va

bl
e 
!

al
it

y 
(Q

oS
/Q

oE
/Q

oR
)

low

medium

high

low medium high

Computation

Communication

Storage

QoS

QoE

QoR

tRackIT: VHF Wildlife 
Tracking [GI’21]

Manual VHF 
Telemetry

radio-tracking.eu 
paur



Smart Adaptive Disruption-
tolerant Networking 

5
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Information Analysis Cost
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PRoPHET

Offloading Computational 
Workflows in Opportunistic 

Networks [IEEE LCN’19]

Opportunistic Named 
Functions in ICN-DTNs

[ACM CF’18]

ProgDTN: Programmable 
Disruption-tolerant 

Networking [NETYS’22]

Epidemic

Binary Spray

Delay-tolerant 
Networking + Function 

Execution

Remote-
Procedure Calls

Smart Adaptive Disruption-tolerant Networking: Cost / Quality

Goal: Improve Quality of Service, 
i.e., delay, bandwidth, …: 

• ONF in ICN-DTNs: 
Opportunistic execution of 
functions based on interests 

• OPPLOAD: Offloading 
workflows to network nodes 
based on capabilities 

• ProgDTN: Programmable 
DTN router using shared 
context information
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ProgDTN
Programmable Disruption-tolerant Networking 

• Motivation: Use benefits of softwarization in DTNs 

• Goal: Improve QoS while reducing overheads using scenario-specific routing 

• Alternatives: 

• Generic DTN routing algorithms,  
i.e., Epidemic Routing, Spray-and-Wait, DTLSR, … 

• Routing algorithms designed for specific scenarios, 
i.e., PRoPHET, Context-Aware Adaptive Routing (CAR), Sensor CAR (SCAR), 
Context-Aware Community Based Routing (CACBR), …

Springer NETYS 2022
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ProgDTN
Design & Implementation

• System Requirements:

Operator-configurable 
Routing Algorithm

Use Arbitrary  
Context Information

No modification 
of DTN Software

• Implementation decisions: dtn7-go, JavaScript routing algorithms, JSON context 

• Context information per Node and per Bundle
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• Local node context generation 

• Remote node contexts 

• Routing script execution 

• List of selected peers dtn:s1

dtn:s3

dtn:s2

dtn:n3
dtn:n2

Data Sources / Sensors

Mobile Nodes

Context
Speed
Battery

dtn:n1
4 km/h
72 %

dtn:n1

Context
Speed
Battery

dtn:n2
45 km/h
90 %

…

2

1

Store

ProgDTN

if ctx[t]==
    … 3

4

Node Connection
Context Transmission
Bundle Transmission

ProgDTN
Context Routing Processing 

1

2

3

4
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ProgDTN
Evaluation Setup

• Common Open Research Emulator (CORE) 

• Disaster scenario with 31 nodes of 3 types (civilian, responder, coordinator) 

• Custom routing algorithm matching the scenario  

• Five routing approaches 

• 210 experimental configurations each running 1 hour

5.5 ProgDTN: Programmable Disruption-tolerant Networking

Delay-Tolerant Link-State Routing (DTLSR) [DF07] other than classical link-state routing once a
link is lost, it is not immediately removed from routing considerations, but rather “tagged” with
the time since the disconnection. When the routing table is computed, this time is interpreted
as a link cost of Dijkstra’s algorithm to find the shortest path between the current node and
the destination.

ProgDTN Epidemic / Binary Spray & Wait are re-implementations of the respective algorithms
in ProgDTN, which serve primarily to compare computational overheads. All parameters are
the same as in the native implementations.

ProgDTN Emergency is a custom algorithm implemented using ProgDTN and tailored to the
given scenario of our evaluation, where data only flows in two “directions”: from civilians to
the coordinator, or vice versa. Whether a node will forward a bundle to another node depends
on three factors: (a) node type (coordinator, responder, civilian), provided at startup, (b) peer
type, received by a node via a context bundle and (c) bundle type (unicast to coordinator, or
broadcast to all civilians), carried by a bundle in a context block a�ached at bundle generation
time. Unicasts (i.e., bundles from the civilians to the coordinator) are only forwarded along
the inward direction, from civilians to responders to the coordinator, while civilians do not
send their bundles to each other. The same applies to responders. Broadcasts flow outward, i.e.,
from the coordinator to the responders to the civilians; civilians distribute messages among
each other. In both cases, responders do not forward bundles among other responders, but
only serve as relays between civilians and the coordinator.

Results

We consider six metrics divided into two categories: network utilization and an overhead
analysis. The network utilization metrics are the percentage of bundles successfully delivered,
the duration of delivery, and the load generated in the network. Our overhead analysis considers
the time to decide to whom a bundle should be forwarded, the percentage of bundles that do
not carry a payload (metadata or context bundles), and how heavily a node’s CPU is utilized.

Delivery Ratios.
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Figure 5.30: Ratio of successfully delivered bundles for di�erent parameters

Fig. 5.30 shows the delivery ratio, i.e., the percentage of sent bundles that reach their destination.
Each group on the x-axis represents a set of bundles per node, the y-axis shows the reached
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ProgDTN
Quality of Service: Delivery Ratio

10 50 100
0

50

100

10 50 100

Routing
Epidemic

Binary Spray

PRoPHET

DTLSR

ProgDTN Emergency

Bundle/Node Bundle/Node

D
el

iv
er

y 
(%

)

Payload: 1kB Payload: 1MB

• ProgDTN Emergency is equal or better compared to other routing approaches. 

• Delivery ratio of 99.8% in all scenarios
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ProgDTN
Information Analysis Cost: Bundle Overhead

• Comparatively high overhead in DTLSR, ~15 - 50% after full experiment runtime 

• Rapid decay in PRoPHET and ProgDTN Emergency
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ProgDTN
Quality Improvement vs. Information Analysis Cost

• ProgDTN Emergency is able to reach best delivery rates in good delivery times 
introducing only small overheads. 

• Improvements achieved by using context information and scenario specific routing.

5 Smart Adaptive Disruption-tolerant Networking

transmissions by 92.9% compared to state-of-the-art DTN routing algorithms in an emergency
response scenario. We achieved a low delivery time of bundles (1 – 15 seconds), and low
overhead in terms of CPU utilization and routing decisions.

Based on the classification in this thesis, ProgDTN can be considered a smart solution. The
classification presented in Figure 5.1 on page 80 compares the approach presented in this
section with the conventional routing algorithms DTLSR, PRoPHET, Binary Spray & Wait, and
Epidemic Routing in terms of information analysis cost and achievable quality. There are two
main QoS metrics: the delivery ratio, i.e., the number of bundles sent that have reached their
destination, and the delivery times, i.e., the time it takes for a bundle to reach its intended
recipient. The bundle overhead is considered as the primary cost metric, i.e., the percentage
of metadata bundles. As additional metrics, local storage, CPU usage, and routing decision
time could be compared, but in the experiments it has been shown that the di�erences are
negligible.

Delivery
Rate

QoS Deliv-
ery Rate

Median
Delivery
Time (ms)

QoS Deliv-
ery Times

Overall
QoS

Bundle
Overhead

Epidemic 69.46 % 1.00 3.18 1.00 1.00 0

Binary Spray 90.98 % 1.31 1.30 2.45 1.88 0

PRoPHET 70.77 % 1.02 0.72 4.42 2.72 2.35

DTLSR 96.15 % 1.38 0.62 5.13 3.26 19.94

ProgDTN 99.8 % 1.44 0.75 4.24 2.84 2.11

Table 5.9: Classification of the ProgDTN configuration with 50 bundles per node of 1 MB size

In Table 5.9, bundle delivery rates, delivery times, and bundle overhead as presented in Section
5.5.5 are shown. The overall QoS is the averaged QoS of the delivery rates and delivery times.
Regarding information analysis cost, since Epidemic and Binary Spray do not require any
additional communication, there is an overhead of 0. As shown in Figure 5.1, while the overall
QoS of DTLSR is higher than the other approaches, the costs are disproportionately high.
ProgDTN and PRoPHET are comparable in both QoS and cost, as we can draw from the
experimental evaluation that ProgDTN reaches an almost 100% delivery rate compared to
about 70% for PRoPHET, while the median delivery time only di�ers by a few nanoseconds.
Depending on the task, the QoS weighting may be di�erent, e.g., for a smart distributed sensing
scenario only delivery might be important, while for an emergency response scenario both
metrics are equally important. In essence, the approach of ProgDTN allows network operators
to trade o� information analysis cost for QoS depending on the particular scenario.

154
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Information Analysis Cost
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ProPHET
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ProgDTN: Programmable 
Disruption-tolerant 

Networking [NETYS’22]

Epidemic

Binary Spray

• Epidemic Routing: Baseline 

• Binary Spray: Higher delivery 
rate, no additional cost 

• PRoPHET: Higher bundle 
overheads, lower QoS 

• DTLSR: Highest QoS due to 
minimal delivery time, heavy 
overhead 

• ProgDTN: Smart and efficient 
solution due usage of context.
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ProgDTN
Cost / Quality

Offloading Computational 
Workflows in Opportunistic 

Networks [IEEE LCN’19]

Opportunistic Named 
Functions in ICN-DTNs

[ACM CF’18]

Delay-tolerant 
Networking + Function 

Execution

Remote-
Procedure Calls



Smart Transitional Wireless 
Networking 

6
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Smart Transitional Wireless Networking: Cost / Quality

Goal: Quality Improvements, i.e., 
delay, bandwidth, …: 

• Traffic flow classification: 
Data-driven decision basis 

• Dynamic announcements: 
Efficient service discovery for 
adaptive networks 

• Seamless vertical handovers: 
Learn and predict WiFi 
connection loss from 
heterogeneous sensor data

31
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Seamless Vertical Handovers
Learning Wi-Fi Connection Loss Predictions 

• Motivation: Use of heterogeneous sensor data available on 
smartphones 

• Goal: Improve QoS / QoE while reducing overheads introduced by 
MPTCP 

• Alternatives: 

• Reactive handovers based on connection losses; applications 
deals with connection loss 

• Plain MultiPath-TCP, no connection loss prediction; higher 
energy and data plan usage

Best Paper

IEEE LCN 2019
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Offline Learning

Feature Selection

…
rssi_56
rssi_57
rssi_58
rssi_59
steps_00
steps_01
steps_02
steps_03
steps_04
…
{

accel_x
accel_y
accel_z

music_vol
ring_vol
ring_mode

is_charging
bat_percent

…

Machine LearningModel Evaluation

Mobile Application

Data CollectionOnline Prediction

        
4:45

      

Sensor Readings

Conceptual Overview 
Seamless Vertical Handovers
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Machine Learning
Seamless Vertical Handovers

• Feature Vectors:  
a) Full: 25 sensors x 60 s = 1500 features 
b) Reduced: 8 sensors x 60 s = 480 features 

• Ground Truth: Wi-Fi RSSI > -70 dBm, 
shifted 

• Machine learning methods: 
a) Random forest, down-sampling, 10 trees 
b) Neural networks with 1, 3 and 5 hidden 
layers

Table: Reduced Feature Vector, Random Data Split

6.3 Learning Wi-Fi Connection Loss Predictions for Seamless Vertical Handovers

Metric Forest NN 1 NN 2 NN 3

Loss Prec. 0.89 0.95 0.97 0.97

Loss Recall 0.98 0.94 0.95 0.95

F1-score 0.93 0.94 0.96 0.96

Table 6.8: Reduced Feature Vector, randomly split data, di�erent learners and configurations.

forest is satisfactory, since all values are greater than 0.97. However, the precision of the Wi-
Fi connection loss class was not very high (0.86), ultimately resulting in triggering early or
unnecessary handovers.

RSSI-only neural network Another basic learning approach is to limit the learner to only
use the timeseries of RSSI values, as presented in Section 6.3.2. During our experiments, di�erent
configurations of the neural network were evaluated. The overall performance is comparable
to the performance presented in the related work. The classification quality of the Wi-Fi
connection loss class did not exceed an F1-score of 0.95.

RandomData Split The results for neural networks learned with randomly split data depend
on the neural network architectures. Table 6.8 provides an overview of di�erent classifier
approaches with the Reduced Feature Vector. Classifier NN 1 consists of 100 hidden neurons,
NN 2 of (300, 200, 100) neurons, and NN 3 of 5 hidden layers containing (400, 400, 400, 400,
400) neurons. All results were achieved using 70% of the data set exclusively for learning and
the remaining 30% for testing. In our experiments, NN 1 can reach a classification quality
comparable to the random forest classifier. The F1-score of the Wi-Fi connection loss class
reaches up to 0.94, with either a high precision or a high recall, but never both. In general, the
negative class, representing stable Wi-Fi connections, is predicted well by all tested neural
network classifiers. The experiments show that neural networks can reach both high precision
and high recall in the positive Wi-Fi connection loss class.

The results presented in Table 6.8 show thatNN 2 andNN 3 provide reasonably good performance
for both precision and recall in the Wi-Fi connection loss class. Even the neural network NN 2
consisting of three layers shows significant improvements compared to the flat neural network
discussed in the previous paragraph. It reaches an F1-score of 0.96 with slightly lower recall or
precision.

Other neural network architectures with up to 10 hidden layers were tested. Both precision
and recall could not be improved. Spli�ing the data randomly, NN 2 and NN 3 perform equally
well and enable a prediction with 97% precision, 95% recall, and a combined F1-score of 0.96.

User-based Data Split When testing for previously unseen users, the precision of the loss
worsens in our prediction. With 0.93, 0.92, and 0.79 precision in the Wi-Fi loss class, the Reduced

221
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Seamless Vertical Handovers
Evaluation: Online Prediction

On-device model execution 

DASH.js video playback 

MPTCP handovers
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Seamless Vertical Handovers
Experimental Evaluation: Scenarios

S4: Roaming
S3: Staircase
S2: Colleague
S1: Leaving

Office AP
AP floor 5
AP floor 4
AP floor 3

• Four scenarios: 

• Leaving the office (1)  

• Visiting a colleague (2)  

• Using the staircase (3)  

• Wi-Fi roaming support (4) 

• Three connectivity modes:  

• Android, MPTCP, Seamless 
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Seamless Vertical Handovers
Experimental Evaluation: Quality of Experience

• Mean Opinion Score: Empirically 
determined scores of subjectively 
perceived quality 

• MOScombined: Video quality and stalling 

• Scenarios 1 - 3:  
Performance as good as MPTCP 
reduced cellular data usage 

• Scenario 4: 
WiFi roaming: connection unstable 
cellular connection are established and 
terminated frequently 
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Seamless Vertical Handovers
Experimental Evaluation: Quality vs. Cost

6 Smart Transitional Wireless Networking

(a) Scenario 1: Leaving

Mode # St. ? St. # A. HQ ? TD

Stock 3 1.46 s 23 87 % 21.75 MB

MPTCP 0 0 s 20 89 % 41.32 MB

Seaml. 0 0 s 27 88 % 36.11 MB

(b) Scenario 2: Colleague

Mode # St. ? St. # A. HQ ? TD

Stock 0 0 s 10 92 % 0 MB

MPTCP 0 0 s 10 91 % 9.98 MB

Seaml. 0 0 s 17 92 % 9.59 MB

(c) Scenario 3: Staircase

Mode # St. ? St. # A. HQ ? TD

Stock 3 2.06 s 49 80 % 0 MB

MPTCP 0 0 s 32 87 % 33.92 MB

Seaml. 0 0 s 28 85 % 16.81 MB

(d) Scenario 4: Wi-Fi Roaming

Mode # St. ? St. # A. HQ ? TD

Stock 18 14.98 s 42 53 % 0.89 MB

MPTCP 0 0 s 38 86 % 71.99 MB

Seaml. 15 5.47 s 23 84 % 15.50 MB

Table 6.9: Overview of Experimental Results

QoE Experimental Results

In Table 6.9, the overall results of the performed tests are presented, namely the number
of stalling events (# St.) and the average duration of a stalling event (? St.), the number of
adaptations (# A.), the relative time in the highest playback quality (HQ), and the average
transmi�ed data (? TD).

Scenario 1 As shown in Table 6.9a, the Stock tests performed worst with 3 stalling events in
total and an average stalling duration of about 1.5 seconds, while neither MPTCP nor Seamless
tests did show any stalling events, which is a significant improvement compared to the stock
tests. The amount of transferred data over cellular is high in theMPTCP test and low in the
Stock test. Seamless results are between these two tests, thus saving cellular data compared to
MPTCP, while still avoiding stallings. The results of these tests show that our prediction can
avoid the handover gap completely.

When looking at the bu�er levels, video stream quality and the used bandwidth, it can be
seen that based on the prediction of Seamless, the cellular subflow is established proactively,
resulting in a seamless handover and thus no video stalling.

Figure 6.16: MOScombined values grouped to connectivity modes and scenarios.
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Dynamic Announce-
ment Intervals 

[IEEE WONS’17]

Unsupervised Traffic 
Flow Classification 

[IEEE LCN’17]

Port-based Traffic 
Classification

Deep Packet 
Inspection

Static Peer 
Discovery

• Achievable quality better than 
stock Android handovers, on par 
with MPTCP handovers 

• Increased cost in terms of 
computation compared to 
MPTCP / Stock Android 

• Lower cost due to reduced 
cellular bandwidth usage
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Cost / Quality
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Conclusion
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Information Analysis Cost
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Summary

Smart Systems in three areas: 

• Environmental monitoring 

• Adaptive disruption-tolerant 
networking 

• Transitional wireless 
networking 

Overarching categorization to 
evaluate smart systems based on 
Achievable Quality and 
Information Analysis Cost.
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Future Work

• Incorporate topology, 
vegetation, weather 
factors in VHF 
tracking 

• Explore federated 
learning at the edge 

• Consolidation and 
integration of diverse 
data sources

Smart Adaptive  
Disruption-tolerant  

Networking

Smart  
Environmental 

Monitoring

Smart 
Transitional 
Networking

• Design and smart 
usage of additional 
convergency layers for 
modern RATs in DTNs 

• Exploration of incentive 
mechanisms in 
opportunistic networks 

• Online re-configuration 
of DTN programmable 
routing algorithm

• Additional domain-
specific non-device 
sensors, e.g., Wi-Fi load 

• Specialize model for 
user/access point 
combination 

• Wi-Fi regain 
prediction to cope 
with roaming issues
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Smart Systems

Medina-Borja, NSF [Med15] 

A ‘smart’ service system is a system capable of learning, dynamic 
adaptation, and decision making based upon data received, transmitted, 

and/or processed to improve its response to a future situation.
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Distributed System

[Tanenbaum]

A distributed system is a collection of independent computers that appears 
to its users as a single coherent system.
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tRackIT OS 
Signal Analysis (1): IQ Samples
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tRackIT OS 
Signal Analysis (2): Power Spectrum
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tRackIT OS 
Signal Analysis (3): Signal Search
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tRackIT OS 
pyradiotracking Architecture
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tRackIT OS 
paur Time Drift
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tRackIT OS 
Bearing Error: paur vs. tRackIT OS
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ProgDTN
Application Architecture
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• ProgDTN Emergency on par with other algorithms, except outliers 

• Epidemic, Binary Spray: Large number of transmissions lead to long delivery times
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• Overheads introduced through JavaScript VM in ProgDTN variants 

• ProgDTN 75%-quantile below 50 ms; in ProgDTN Emergency even below 3 ms
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tRackIT OS 
Proposed Hardware Solution

Multiple autonomously sensing 
tRackIT Stations: 

• Software-defined radios (SDR), 
single-board computer,  
LTE modem / LoRa modem, 
solar power supply 

• Live data transmission for 
monitoring and further data 
analysis
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Seamless Vertical Handovers
Design & Implementation

• Novel data-driven, proactive approach for seamless vertical Wi-Fi/
cellular handovers  

• Multiple heterogeneous smartphone sensors to predict Wi-Fi 
connection loss  

• Multipath-TCP based seamless connection handover  

• Experimental evaluation based on Quality of Experience  

• Open demo implementation and experimental artifacts
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Sensor Data Example
Seamless Vertical Handovers

• Sensor data from 6 sensors 
visualized 

• Connection loss at t = 100s, 
ground truth 15s beforehand 

• Connection loss prediction 
after 60s of filling data 

• p1: early prediction 

• p2: intended prediction
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Sensor Data Example: Scenario 3
Seamless Vertical Handovers
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Seamless Vertical Handovers
DEMO
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