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Abstract—We present a novel multi-hop data dissemination
protocol for wireless networks that minimizes the total energy
consumption across an entire network by minimizing the trans-
mission power at each hop. It is based on a game-theoretic model,
constructs a spanning tree topology in a decentralized manner,
and is usable in practice. We evaluate the protocol via simulation
and a pratical implementation on a testbed of 75 Raspberry Pis,
demonstrating that a total energy reduction of up to 90% can
be achieved compared to a simple broadcast protocol.

Index Terms—Wireless network, data dissemination, broadcast
tree

I. INTRODUCTION

In wireless networks, disseminating data across multiple
devices is required in several application areas, e.g., in wireless
sensor networks and the Internet of Things. This involves
broadcasting data to all nodes in a network for tasks such as
network configuration, update diffusion, and event distribution.

Energy-efficient broadcasting is crucial due to the limited
energy budgets of the participating wireless devices, and a
multi-hop data dissemination scheme is necessary to reach
nodes positioned beyond the transmission range of a sender.
A promising approach is to use a spanning tree topology with
minimal transmission power at each hop to achieve overall
energy efficiency. However, constructing an energy-minimal
spanning tree is NP-hard [9].

Several existing spanning tree approaches proposed in the
literature are limited in terms of practical applicability, since
they either assume global state knowledge or face significant
drawbacks in their practical implementation.

We present the Broadcast Tree Protocol (BTP), a novel
decentralized approach to construct a spanning tree while min-
imizing energy consumption for multi-hop data dissemination.
BTP is based on a game-theoretic model that is modified to
make BTP feasible for a practical implementation.

We evaluate BTP via simulation and deployment on a
testbed of 75 Raspberry Pis. Our simulation shows that BTP
is on-par with the results of the original game-theoretic
model and outperforms approaches from the literature. In

*Both authors contributed equally to this research.

our experiments, BTP achieves energy reductions of up to
90% compared to a simple broadcast protocol. To the best
of our knowledge, BTP is the first broadcast tree protocol that
is based on a proven optimal game-theoretic model and is
implemented on real hardware.

The code of our implementation1, the code for reproducing
our experiments2, and all experimental artifacts3 are released
under a permissive open-source license.

II. RELATED WORK

Compared to BTP, approaches for designing energy-
efficient broadcast trees in a decentralized manner published
in the literature suffer from various problems. Several ap-
proaches require global knowledge of parameters or the states
of neighboring nodes [14], [5], [2], [7], [8], [11], [4]. Some
decentralized approaches do not consider cycle detection or
prevention [2], [11]. Other works do not consider the initial
tree construction phase, but assume that an already constructed
tree exists where afterwards only the transmission power is ad-
justed [5], [10], [4], [6], [3]. Furthermore, several approaches
give away potential by not leveraging the transmission power
of the nodes [2], [10], [1], [4], [6], [3]. Moreover, centralized
approaches are usually not suitable in the area of wireless ad-
hoc and multi-hop networks [1], [6]. Spanning trees offer the
possibility to reach all nodes in a network with the minimally
required transmission power, making approaches that do not
rely on the tree structure questionable in terms of minimizing
energy consumption In contrast to other topologies, [10],
[4], [6], [3], spanning trees enable to reach all nodes in
a network with the minimum required transmission power.
Finally, none of the above mentioned approaches provides
an implementation or a practical evaluation using off-the-
shelf Wi-Fi devices. In fact, most of the presented works
only propose a theoretical model without considering its
applicability, making it impossible to implement them under
real-world constraints.

1https://github.com/umr-ds/broadcast-tree-protocol
2https://github.com/umr-ds/broadcast-tree
3https://uni-marburg.de/crNaSU
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Fig. 1. Broadcast tree overview

III. SYSTEM MODEL

We consider a network consisting of multiple nodes i ∈ V
that can receive and transmit data over a wireless channel. The
data available at the source node S needs to be disseminated
to all nodes j ∈ V in the network. A multi-hop transmission
can be realized using a spanning tree, called broadcast tree,
as shown in Figure 1, represented by a graph T = (V,E). The
source node S is the root, nodes are the vertices of V , and
connections with corresponding transmission power weights
are the edges in E. The broadcast tree is acyclic and each
node j ∈ V has one parent i except the root S. Parents
may have multiple children Ci as shown by the blue box on
Figure 1. Using broadcasts, each node i can transmit its data
simultaneously to all its children Ci.

To establish a connection between parent i and its children
Ci, node i has to send using a transmission power such that for
a child j ∈ Ci, the received signal strength must be higher than
a certain noise threshold. The signal-to-noise-ratio (SNR) γj

for receiver j is defined as γj =
pi|hi,j |2

σ2 . pi is the transmission
power of i, |hi,j |2 is the channel gain and σ2 is the noise.

Furthermore, based on the minimum required SNR γmin,
the transmission power from parent i to child j is pi,j =
γminσ2

|hi,j |2 . In Figure 1, this is represented by the edge between
S and i and the value pS,i.

Furthermore, a receiving node j can calculate the required
transmission power from i to j by pi,j =

piγ
min

γj
.

The transmission power of parent i is chosen as the
maximum transmission power required to reach all of its
children: pi(Ci) = maxj∈Ci

(pi,j). In Figure 1, these are two
connections of S marked with pS(CS).

The neighborhood of a parent k is defined as Nk = {l|l ∈
V, pk,l ≤ pmax} i.e., all nodes that can be reached by parent
k with transmission power pmax or less, visualized by green
box in Figure 1.

Our goal is to minimize the total transmission power p =∑n
i=1 pi(Ci) of the network.

IV. BROADCAST TREE PROTOCOL

A. Potential Game

Our approach is based on a potential game, i.e., all nodes
cooperate to minimize the total transmission power required to
disseminate the data over the entire broadcast tree T . Using
potential games to construct energy-efficient broadcast trees
decentralized has been proposed by Mousavi et al. [12]. How-
ever, a practical implementation of Mousavi et al.’s potential

game faces several challenges. First, the assumption that each
node j has knowledge of all potential parents in V not feasible
in real-world systems. Second, the discrete time step iterations
assumed by the potential game are impractical in distributed
algorithms. Third, the potential game uses a weakly dominant
strategy. In a practical implementation, this could lead to
instability if a child node repeatedly switches between two
potential parents with equal transmission power. Fourth, while
the potential game assumes the absence of cycles, a practical
implementation requires a mechanism to ensure this property.

We propose the following modifications of the potential
game to overcome these limitations. Instead of synchronized
actions of all nodes simultaneously, each node j decides
autonomously whether to switch to a potential parent i or
to stay with the current parent Qj . We implemented a dis-
covery mechanism such that each child node j can discover
its potential parents in V . By adopting a strictly dominant
strategy, node j switches to potential parent i if its marginal
contribution to i is lower than to the current parent Qj . Since
nodes using BTP do not know all potential parents, there is
no clear criterion to stop the game. Therefore, we introduce
a counter to track the number of decisions without a parent
switch. Once a threshold is reached, the node is considered
to be finished. Overall, BTP converges to a Nash Equilibrium
(NE) similar to the original algorithm of Mousavi et al. [12]
and finds the same solution when all neighbors are discovered.

B. BTP

BTP consists of two phases: 1) the broadcast tree construc-
tion phase, where the broadcast tree T is constructed, with S
as the initializing and root node, and 2) the data dissemination
phase, where the actual data is sent from S to all other nodes.

1) Broadcast Tree Construction Phase: To initialize the
broadcast tree construction, the source node S sends beacons
at maximum transmission power pmax. Nodes already in the
broadcast tree T also periodically broadcast beacons with
pmax. Upon receiving a beacon, a receiver j checks if the
sender i can be its parent Q. Two cases may arise.

First, if j is not connected to any parent, it requests i
to become its child. Second, if j has already a parent Qj ,
different from i, it must decide whether switching from Qj

to i would decrease the total transmission power p. This
decision depends on four transmission power values: pQj ,j ,
pQj (CQj \ j), pi,j , and pi(Ci ∪ j).

To calculate pQj ,j and pi,j , the transmission power is
included in every BTP packet. However, pQj

(CQj
\ j) and

pi(Ci ∪ j) cannot be calculated by j alone. Therefore, these
values must be sent with every BTP packet from every node.

Based on the availability of these four values, j switches to
i if the following gain vs. loss condition holds: pi(Ci ∪ j)−
pi,j < pQj ,j − pQj

(CQj
\ j), i.e, if the current parent Qj can

reduce its transmission power more than the potential parent
i would need to increase it, j switches parents.

If j decides to connect to the chosen parent i, i verifies that
j is not already its parent or its child. If these checks pass, i
accepts j as its child or rejects it otherwise. Upon acceptance,



i adjusts its transmission power pi(Ci∪j). When i accepts j as
its child, j disconnects from its old parent Qj , if present. Qj

removes j from its child list CQj and adjusts its transmission
power accordingly to reach the farthest child k ∈ CQj

\ j.
Once a node j does not switch to a new parent a defined

number of times, j considers itself finished and notifies its
current parent Qj . Upon receiving this notification from all its
children k ∈ CQj , Qj reports its readiness to its parent. The
construction phase continues until the source node S receives
these notifications from all its children l ∈ CS . After finishing
the construction phase, the data dissemination phase begins.

During tree construction, cycles are detected and resolved.
Three scenarios can lead to cycles: when the source node S
tries to connect to another node as its parent, when a parent
node i attempts to connect to one of its children j ∈ Ci,
and when a parent node i tries to connect to a node k that is
already on the path from k to S. To handle the last scenario, we
propose the Ping-to-Source cycle detection algorithm. Nodes
send unicast packets to their parents, and if a packet eventually
reaches the node that sent it, a cycle is detected.

2) Data Dissemination Phase: During the data dissemina-
tion phase, the source node S transmits data to its children
l ∈ CS using application data packets with transmission power
pS(CS). Each node relays the data to their children with their
respective transmission power pl(Cl). The data is split into
chunks with increasing sequence numbers, allowing nodes
outside the immediate neighborhood to receive and utilize the
packets based on the sequence number.

V. SIMULATION

In this section, our MATLAB simulation of BTP and
algorithms from the literature is presented. The number of
nodes varies between 10 and 90, and they are randomly placed
in a 500 m × 500 m square area. A random source node is used
in each simulation. pmax is set to 20 dBm. For the path loss
model, |hi,j |2 = 1

dα is used. d denotes the distance between
nodes i and j, α = 3 is the attenuation exponent. γmin = 10
dB, and the noise power is set to -90 dBm. In addition to BTP,
we implemented five baseline algorithms: Dijkstra, BIP [14],
BIPSW [14], PCP [7], the original algorithm of Mousavi et
al. [12] (BPG), and a variant of BTP that always uses pmax

to construct the tree, called Simple Broadcast Protocol (SBP).
In total, for every parameter combination, 1,000 runs were
simulated, resulting in 10,000 simulations.

In Figure 2, the total transmit power is plotted against the
number of nodes in the network. Four performance categories
can be identified. SBP performs the worst, deteriorating as
more nodes are added. Dijkstra uses less power than SBP,
but more than other algorithms. BIP, PCP, BTP, BPG, and
BIPSW exhibit better performance. BIPSW is slightly superior
with fewer nodes, while BTP and BPG excel with more
nodes. However, all algorithms except BTP rely on perfect
global knowledge of the network, which is unrealistic. BIP and
BIPSW require significant algorithm redesigns, since they rely
on communication of states between all nodes, even those out
of transmission range. To summarize, our simulation results
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Fig. 3. Total required energy

demonstrate that BTP matches or outperforms other algorithms
while operating under realistic assumptions.

VI. IMPLEMENTATION

Our BTP implementation in userland C relies on Wi-Fi
as the wireless technology, although BTP is not limited to
Wi-Fi. The SNR calculation requires information from the
RadioTap header, which is typically unavailable to userland
programs. Therefore, we developed a patch using the Nexmon-
framework [13]4 to preserve the RadioTap header for BTP.

A. Evaluation

To evaluate BTP, we used a testbed consisting of 75
Raspberry Pis across multiple floors of a university building.

Three source nodes were used at different locations in the
building: in the northern part of the building, in the center,
and in the southern part. Three data sizes were used, 1KiB, 4
KiB and 16 KiB. Unchanged counters of 5, 15, and 25 were
used to determine the optimal number of iterations for nodes
to consider the broadcast tree construction phase complete.
Beside BTP also SBP was evaluated. Each experimental
configuration was repeated five times, resulting in a total of
270 experimental runs.

B. Results

a) Total Energy Consumption: Figure 3 illustrates total
energy consumption for different parameter sets. Colors in-
dicate different unchanged counters and SBP. BTP achieves
an energy reduction of 68-90% compared to SBP, depending
on data sizes and unchanged counter values, thanks to its
optimized broadcast tree structure. Most notably, while SBP
exhibits a 70% energy increase for 16 KiB data compared to 1

4https://nexmon.org
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Fig. 5. Percentage of nodes successfully receiving data

KiB, BTP only experiences a 20% increase. This unexpected
finding can be attributed to RF interference. Although both
protocols lack congestion control mechanisms, BTP’s lower
power transmission reduces interference, resulting in a mod-
erate overall energy consumption increase.

b) Energy Consumption for Tree Construction and Data
Dissemination: In Figure 4, the energy consumption for broad-
cast tree construction and data dissemination is presented. The
energy required for tree construction remains consistent across
data sizes, showing no significant differences. Conversely, the
energy needed for data dissemination rises with larger data
sizes. Notably, even with 1 KiB data, data dissemination
accounts for approximately 30% of the energy, and tree
construction accounts for the remaining 70%. However, BTP
outperforms SBP in terms of total energy consumption, as
demonstrated in Figure 3.

c) Successful Receptions: In Figure 5, successful deliv-
ery results are depicted. Notably, BTP performs at least as
well as SBP, and SBP’s performance gets worse with larger
data sizes. For 1 KiB and 4 KiB data, BTP achieves nearly
100% delivery, with a few outliers. In contrast, SBP achieves
this success ratio only for 1 KiB data, with delivery rates
falling below 85% for 4 KiB and 16 KiB sizes. BTP maintains
an average delivery rate of approximately 98% for 16 KiB
data. Varying network conditions and the wireless medium
contribute to these results, since the testbed was deployed
in a university building with other Wi-Fi networks and user
activities during daytime. BTP’s good performance is based
on its ability to utilize the wireless medium more efficiently,
avoiding network flooding and reducing interference between
stations.

VII. CONCLUSION

The proposed Broadcast Tree Protocol (BTP) is a novel
multi-hop data dissemination protocol for wireless networks,
designed to minimize energy consumption by constructing a
spanning tree in a decentralized manner based on a game-
theoretic model. We demonstrated the effectiveness of BTP
by simulations and by an implementation on a testbed of 75
Raspberry Pis. Our evaluations showed that BTP can achieve
a total energy reduction of up to 90% compared to a simple
broadcast protocol.

In future work, we plan to improve BTP by considering
node mobility, mechanisms for reliable data transfer, and bi-
directional data dissemination.
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